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The figure illustrates a state estimator, e.g., an extended Kalman
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filter (EKF) which uses sensor measurements and a state-space
model (SSM) to compute estimates of a state of interest.

State-Space Model
Let x; be a state of interest at time k. A common SSM is

wi ~ N(0,Qy), (1a)
vi ~ N(0,Ry), (1b)

Xi1 = FiXp + Wi,

Vi =h(xp) + i,

where Fy is a state transition matrix, wy is process noise, y is a
measurement, h(-) is a measurement model, v; is measurement

noise, and A/(0,%) is a zero-mean Gaussian distribution with co-
variance X.

The Problem

The estimates are used in high-level functions, e.g., decision-
making. To this end, it is crucial to emphasize that:

advanced decision-making algorithms require accu-
rate models,

state-space models are never 100% correct, and

X existing measures are scalar-valued and are hence un-

sufficient to address multivariate relationships.

More sensitive and precise measures are needed!
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The Normalized Innovation Squared

Key quantities in an EKF are the innovation ¥y and innovation
covariance Sg which, for the SSM in (1), are defined as

Vi =y — h(Xepe_1)» St = HyPyy_ HL + Ry,

where Xr_; is the predicted estimate, Py;_; the associated co-

%lx:f‘klk—l' If the SSM is correct, then

variance, and Hy =
Vi~ N(0,S). (2)
To test if (2) holds the following statistics is proposed:

The NIS Matrix

The normalized innovation squared (NIS) matrix is given by
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where K is the number of time steps used and B;BlT =S,

Common practice today, for assessing (2), is to use the scalar NIS
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Statistics

Let m denote the dimensionality of ¥;. Given that (2) holds, both
er and IT; have well-defined statistics:
1AIk ~ Wm(KrI)

Wishart distribution
K degrees-of-freedom

2
€k~ Xmk
chi-square distribution
mK degrees-of-freedom
covariance parameter I

Of particular interest are the distributions for the smallest
and largest eigenvalue, Anin(T1) and A (X)), of 1.
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Resources

A publicly available github repos-
itory can be retrieved by the QR-
code. The repository is connected
to the paper "Matrix-Valued Mea-
sures and Wishart Statistics for
Target Tracking Applications” and
contains:

e exact distributions for A, (IT;) and Ay (XTk),
e computional efficient approximative distributions for
Amin(ILx) and Apax(ILy), and

e examples and applications.

Example

Assume that the SSM in (1) holds, but that an EKF uses the pro-
cess noise covariance Qy, while the true process noise covariance
is given by Qg # Qy. The task is to detect this model mismatch
using: (i) the NIS and x? statistics, and (ii) the NIS matrix and
Wishart eigenvalue statistics. The probability of detecting the
model error, pyyy, as a function of K is plotted below:
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The NIS matrix is more sensitive to detect model errors!
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