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Uncertainty in model parameters presents a major challenge in
control and policy design. We introduce a semidefinite pro-
gramming (SDP) framework for domain randomization (DR)
in Linear Quadratic Regulation (LQR). Our method designs a sin-
gle controller to optimize the average performance and stabilizes
all sampled system instances.

Introduction and Motivation

« Conventional methods, such as Min-Max control, tend to be con-
servative.

* DR generalizes control performance by minimizing the expected
objective function over parameter distribution.

« We propose an SDP framework [1] to address this problem in LQR,
which facilitates constraint optimization.

Problem Formulation

We consider the linear uncertain system:
rp1 = A(O)xr + B(Q)ug + wy,  up = Ky
The DR-LQR objective:

Jor(K) = Ey |Tr ((Q + K 'RK)%y)
s.t. Yy = (A) + B(O)K)Sg(AB) + BO)K)" +1.

Goal is to find K" minimizing Jpr(K) while ensuring stability for all

samples. We estimate the expectation with M samples:
1 M .
Jor(K) & Jsa(K) = -3 Tr (Q+ K'RK)x]
=1

J

where ¥, = (A; + B;K)%;(A; + B;K)" + 1.
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SDP Descent (SDPD): an iterative solution

Starting from an initial stabilizing K, in any iteration i find the best
perturbation direction §; which minimizes the first-order approxima-
tion of Jg4(K; + ;). In particular, solve:

: 1 M
5;( — dI'g 1min _M Z Tr[(Q KZTRKZ)O'L“ QKZTR&LZJ’Z]
7=1

0i, 0ji
T T T
S.1. O - Aj,igj,iAj)i + Ajyz-Zj’i(Bj&-) + Bj&izj,iAj,ia

\V/] - {1,...,M}, H5’LH < n;,

and update by K, = K; + 67 1f Jga(K; + 6F) < Jga(K;), otherwise,
decrease the step size 7; and repeat.

Proposition 1 (Stability) A sufficient condition to remain stable
for each sample j at iteration i is
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Proposition 2 (Perturbation sensitivity) as ||d;|| — 0,

12054 (KG + 0;) — 25(K5) || = O(][0:1]).

Jointly Stabilizing Initial Controller (JSIC)

A stabilizing feedback gain K, exists if and only if the optimum of the
following problem is less than one; i.c. a < 1

min «
K(), Pja&j
S.t. (A] + BjKO)Pj(Aj + BjKO)T = CVij, (2)

Q> Pj?O, \V/]E{l,,M}

This problem can be solved using a similar approach to SDPD.

Simulation Result

» Discretized and linearized inverted pendulum is used.

 Fig. (a) The trajectory of convergence for the SDPD and PG [2] al-
gorithms. Fig. (b) DR approach vs Min-Max for H, controller.
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DR in LQR yields optimal controllers that adapt well to real-
world variability, managing energy consumption. In particular,
our method:

e can handle variations in the parameters of the dynamics en-
abling optimal energy usage,

 reduces inefficiencies due to overdesign for worst-case scenarios
by cutting unnecessary energy consumption.
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